
Say CHEESE: Common Human Emotional Expression Set Encoder and its 

Application to Analyze Deceptive Communication 

 

Taylan Sen, Md Kamrul Hasan, Minh Tran, Matthew Levin, Yiming Yang, and Mohammed (Ehsan) Hoque 

Department of Computer Science 

University of Rochester 

Rochester, NY, United States 

[tsen, mhasan8, mehoque]@cs.rochester.edu, [mtran14, mlevin6, yyang70]@ur.rochester.edu 

 
Abstract— In this paper we introduce the Common Human 

Emotional Expression Set Encoder (CHEESE) framework 

for objectively determining which, if any, subsets of the 

facial action units associated with smiling are well 

represented by a small finite set of clusters according to an 

information theoretic metric. Smile-related AUs 

(6,7,10,12,14) in over 1.3M frames of facial expressions from 

151 pairs of individuals playing a communication game 

involving deception were analyzed with CHEESE. The 

combination of AU6 (cheek raiser) and AU12 (lip corner 

puller) are shown to cluster well into five different types of 

expression. Liars showed high intensity AU6 and AU12 more 

often compared to honest speakers. Additionally, 

interrogators were found to express a higher frequency of 

low intensity AU6 with high intensity AU12 (i.e. polite 

smiles) when they were being lied to, suggesting that 

deception analysis should be done in consideration of both 

the message sender's and the receiver's facial expressions.  

I. INTRODUCTION 

Of the witnesses shown in Fig. 1 (W1-W4), can you 
guess who is being honest and who is lying? What about 
the interrogators (I5-I8) - can you tell which of them are 
being lied to and which are being told the truth? Could 
their smiles be giving us any clues? 

Smiles are one of the most ubiquitously expressed 
facial expressions [1]. While common wisdom suggests 
that facial expressions associated with basic emotions are 
universal, recent research has suggested otherwise 
[2][3][4]. Smiles have been shown to have vastly different 
meanings, with variation in associated emotions spanning 
across opposite ends of the valence spectrum including 
happiness, frustration, embarrassment, and amusement  
[4][5][24][28][29][39]. 

While comprehension of smiles has been confounded 
by their multiple possible meanings, some promise has 
been shown in identifying specific movement patterns for 
several different meanings of a smile [4][22][23]. The 
Facial Action Coding System (FACS) has been widely 
used as a way of concretely defining and measuring 
specific movements comprising a facial expression in a 
given face [7]. In FACS, expressions are broken down into 
constituent levels of Facial Action Units ("AU1-AU45"), 
which independently correspond to facial movements 
roughly associated with individual muscle groups. 
Different types of smile expressions were studied as early 
as 1862 by Guillaume Duchenne, who identified that a 
smile marked by expression in both the regions  around the 
eyes (AU6 & AU7) and corners of the mouth (AU12) is 
associated with spontaneous and sincere emotions of 
happiness, pleasure, and delight [6]. (Such a  smile is now  

Figure 1.  Witness and Interrogator Faces During Honest and Dishonest 

Communication (Witness faces: W1-W4; Interrogator faces I5-I8). 

Answers are provided in the acknowledgement section. 

commonly referred to as a Duchenne smile.)  
Alternatively, consciously produced "polite" smiles were 
found by Duchenne to typically involve only the corners of 
the mouth without any contemporaneous contraction of 
muscles around the eyes. Smiles, and more generally facial 
expressions, can be a product of both conscious and 
unconscious behavior. By understanding unconscious  
smile expressions, we may gain insight to an individual's 
affective or mental state, possibly even when they are 
trying to deceive us. Following Duchenne's footsteps, 
much research has focused on identifying the differences 
between conscious (posed) and unconscious (spontaneous) 
smiles [22, 23]. In addition to researching the differences 
in how subjects felt while smiling, investigators have also 
examined how different smiles are perceived. Ambadar, et 
al. found that in comparison with smiles that are perceived 
as polite, smiles that are perceived as amused more often 
include the eyelid contraction and mouth opening. 
Schmidt, et al. found that lip corner movement asymmetry 
was not greater in deliberate smiles [33]. Frank et al. 
identified five separate markers to distinguish enjoyment 
and non-enjoyment smiles [34]. 

In addition to associating individual movements to 
spontaneous and posed smiles, researchers have also 
attempted to identify more diverse categories of smile 
types. Ekman, et al., has suggested that there are three 
types of smile including genuine, false, and miserable [24]. 
Ambadar et al., examined three slightly different 
categories of smiles including amused, polite, and 
embarrassed/nervous. Harris, et al. divided smiles into four 
types including the Duchenne smile, a "nonDuchenne 
smile" characterized by lip corner puller contraction only, 
a "controlled smile" marked by lip corner puller together 
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with another lower face masking movement, and a "mixed 
smile" in which lip corner puller occurs together with a 
movement which has been associated with negative affect 
(AU1+4, AU10, and AU20). Each of the above studies 
relies crucially upon either knowing a participant's felt 
emotion, or the manual labeling of a perceived emotion by 
an independent judge. A study’s confidence in a 
participant's reported or induced emotion could be 
questionable. Self reported surveys may not be accurate as 
participants often have no incentive to answer truthfully, or 
may be uncertain, unaware, or unable to articulate the true 
emotion they are feeling. Studies which have the subject 
perform an action which is typically associated with a 
positive or negative feeling might not happen to work with 
a given individual. It is typically costly and difficult to 
obtain large data sets of labels on smile pictures or 
recordings making many advanced machine learning 
approaches difficult to apply. Additionally, many past 
categorizations of smile types may also be inherently 
biased with our own psychological preconceptions, with 
categories being based on our imperfect definitions of 
emotions. Is there an objective way to determine how 
many types of smile there are from millions of unlabeled 
faces? By identifying such a set of common smiles can we 
gain insight into more complex behavior, such as 
deception? 

Facial expressions pertaining to trustworthiness, 
negotiation, and deception have also been heavily studied 
[30][31][32][35][36][37][40]. Research has shown that 
smiles have been associated with deception under a 
psychological theory called duping delight [11][12]. 
Duping delight is the premise that deceivers take delight in 
lying to another, especially when there is an audience to 
the deception [11]. However, statistical analyses of 
individual differences in automatically extracted AU6 and 
AU12 between deceivers and honest speakers have found 
mixed results in their ability distinguish deceptive and 
honest communication [13][14]. By analyzing deception in 
the context of a smile model containing a finite number of 
objectively determined smile types, can we improve our 
understanding of deceptive facial expressions? 

In summary, in this paper we show that by clustering a 
corpus of 1.3M frames by the right AU subsets (AU6 and 
AU12) and the right number of clusters (five) to optimize 
an information theoretic metric (CH score) we find that:  

• Liars use strong Duchenne smile (high 

intensity AU6 & high intensity AU12) 

expressions significantly more often than 

honest speakers supporting the 

psychological theory of duping delight. 

• Honest speakers use significantly more 

cheek raiser only (high intensity AU6, low 

intensity AU12) faces than liars. 

• Even though interrogators were unable to 

identify liars more often than random 

chance, the interrogators' faces showed 

significantly higher levels of low intensity 

AU6 high intensity AU12 faces when their 

witnesses were lying versus telling the truth. 

II. METHODS 

In this section, we first provide some details about the 

dataset and the tools used to extract raw facial expression 

into a multidimensional set of components. Then we 

describe the clustering methodology used with emphasis 

on selecting the cluster number and dimensional subsets. 

This section then finally covers the statistical tools we 

used in the analysis. 

A. Dataset 

In this study we used video recordings of 151 pairs of 
individuals playing a communication game involving 
deception using the ADDR framework as described in our 
prior work [14]. In summary, both university students and 
Amazon Mechanical Turkers [15] were recruited to play a 
five-minute deception game with another participant over 
the Internet using a videochat-enabled web application in 
return for $10. (The total time involving directions training 
and reading the IRB waiver took ~30 minutes.) After two 
participants were video-linked, the web application 
randomly assigned one participant the role of witness and 
the other participant the role of interrogator. The witness 
was shown evidence (i.e. an image) by the web application 
for 30 seconds and instructed to memorize its details. After 
30 seconds, the web application randomly instructed the 
witness to either lie (i.e. a sanctioned lie), or tell the truth 
regarding the image to the interrogator for the rest of the 
interaction. The interrogator was instructed by the web 
application to question the witness about the evidence in 
order to determine if the witness was lying or telling the 
truth. Additionally, the interrogator was provided specific 
questions to ask the witness by the web application. The 
interrogator was also encouraged to ask their own 
questions. At the end of five minutes of questioning, 
interrogators were asked by the web application whether 
they thought the witness was lying or telling the truth. 
Interrogators received a bonus ($5-$10) if they correctly 
determined whether the witness was lying or telling the 
truth regarding the image. The witness received a bonus 
($5-$10) if the interrogator thought he/she was telling the 
truth (regardless of whether the witness was indeed lying 
or telling the truth). The quality of the data was controlled 
by ensuring the bandwidth and video quality of the 
participants' computer systems. Additionally, participants 
were required to pass a test on their understanding of the 
game protocol before they were allowed to participate.  

The questions that the interrogators were directed to 
ask the witnesses involved two different phases. First, a set 
of baseline questions, which had nothing to do with the 
evidence image were asked. The baseline questions were 
fully scripted in that the interrogator was not given any 
leeway in what they were supposed to ask. Next, the 
interrogator was directed to ask questions relevant to 
identifying the evidence ("relevant questions"). The 
relevant questions were also a number of scripted 
questions provided to the interrogator. Following the 
relevant questions, the web application then directed the 
interrogator to then ask the witness his/her own questions.  

In this dataset, the ground truth of whether the witness 
is lying or telling the truth was known with near absolute 
certainty since the web application kept track of the 
witness role assignment. Additionally, videos were 
manually reviewed to ensure participants were following 



directions. The video recordings of each participant were 
all webcam based head front-facing videos recorded at 15 
fps.  

The interrogators in this study were not professional 
interrogators, but participants from the same pool as the 
witnesses. Both interrogators and witnesses were not 
screened for their skill at telling or detecting lies, as our 
aim is to study members of the general population, not 
trained professionals or highly experienced individuals. 
Due to the automated nature of running the protocol 
through the web application, witnesses were shown 
evidence in an identical manner. Similarly, interrogators 
were directed to question their witnesses in an identical 
way. Thus, the experimental context was highly preserved 
among the study data, leading to a standardized dataset.  

B. Facial Analysis 

The video recordings were analyzed with the open 
source OpenFace analysis tool [8]. For each frame of 
video, OpenFace outputs a set of 17 facial action unit (AU) 
outputs. For each of the action units extracted, OpenFace 
provides both a Boolean output, indicating presence or 
absence of facial unit expression, as well as a continuous, 
intensity level output. In this study, we only used the 
continuous outputs from OpenFace. The intensity level 
output is a continuous output in the range of [0,5], zero 
representing no expression, and 5 representing maximal 
expression. 

OpenFace has been shown to provide an accurate 
measure of action units that is supported by peer reviewed 
benchmarks [8]. Due to its automated nature, we expect 
OpenFace to be fairly objective. Frames with an OpenFace 
tracking confidence below 90% were excluded from 
analysis. 

C. Clustering 

In order to identify whether facial expressions 
expressed during dyadic communication form clusters 
among facial action unit subsets, we used the k-Means 
algorithm [16]. K-Means is an iterative algorithm to find 
the set of k cluster centers which minimizes the squared 
distance between the points in a given data set and each 
data point’s closest cluster center. More specifically, we 
model each frame of each video as a separate face 
datapoint defined by a vector of AU levels. Various 
subsets of AUs were explored for a range of different 
cluster numbers k. Because the k-means algorithm is not 
guaranteed to find the optimal solution (since it may get 
stuck in local optima), we re-ran each attempt at clustering 
for a given set of AUs and k 10 times each with different 
random initializations, and used the best performing 
solution. 

D. Identifying the Ideal Number of Clusters 

The k-Means algorithm requires the number of clusters 
(k) to be provided. Because the average error in 
representing a corpus of faces with a finite number of 
clusters will always go down when using more clusters, we 
must use another way of determining an ideal number of 
clusters. The Calinski Harabasz criterion ("CH score") is a 
well-known method for selecting the number of clusters 
based on ANOVA ideology [17]. The CH score measures 
cluster quality based on a comparison of the differences of 
datapoints within a cluster to the differences of datapoints 

between clusters. Therefore, a maximized CH score finds a 
low cluster number in which clusters have low variance 
and high inter-cluster distance. The CH score has been 
shown to perform well in both experimental and 
theoretical clustering experiments. Milligan and Cooper 
[18] showed that the CH score outperformed 29 other k-
search “stopping rules” when clustering with 
multidimensional data. In another comparative study Olatz 
et al. [19] classified cluster validity indices into three 
groups based on their performance, in which CH score is 
among the best performing group.  Effectively, the CH 
score provides an objective measure to determine an ideal 
small number of smile types to describe a large number of 
faces (1.3M). 

E. Subset Selection 

Clustering in high dimensional space has been shown 
to be problematic [25]. In a high dimensional space with a 
number of noisy dimensions, the Euclidian distance 
between two points is likely to be dominated by noise. 
Thus, if multiple AUs are noisy, we should not expect CH 
score to identify a good k-means clustering result. Indeed, 
when running k-means analysis with all 17 action units 
provided by OpenFace, the CH score showed a continually 
decreasing score as k was increased from 2 through 14 
(Fig. 2). No meaningful clusters based on CH score were 
identified when using all AUs. Because good clustering 
may exist when noisy dimensions are removed, we needed 
to identify the important subsets from 17 action units that 
produce good clusters. However, the power set of all 
action units is large and it is not feasible to examine all 
subsets. (For example, when searching with k = 2 to 14, 
with  217 subsets this would entail > 1,000,000 runs of the 
k-means algorithm.) We reduced the search space by 
considering the action units that are commonly used during 
smiling. Previous study showed that people smile 
frequently during social interactions and that it increases 
trust among strangers [38]. Actions units related to smile 
can be key factors to cluster common facial expressions 
that people use during communication. In order to 
determine which AU subsets produce a good clustering 
result, we conducted a brute-force search through all AUs 
related to smile including: AU6 (cheek raiser), AU7 (lid 
tightener), AU12 (lip corner puller), and AU14 (dimpler). 

F. Statistical Analysis 

In order to compare the frequency of clusters observed 
in deceptive vs. honest witnesses, we use the Mann-
Whitney U Test (aka "ranksum test") [20]. The U test is 
used to compare the medians of two random variables. 
Unlike the popular Student's t-test, it does not rely on the 
assumption that the populations being compared are 
normally distributed. This is of particular concern to us 
since the distributions of AU intensity levels is bounded to 
the interval [0,5], unlike a normal distribution which has 
non-zero probability density across [-∞,∞]. It was expected 
and experimentally verified that the frequency of neutral 
faces (i.e. AU intensities ~0) was substantially greater than 
other faces, making the U test particularly appropriate. 

III. RESULTS AND DISCUSSION 

Each of the 302 video files from 151 individuals either 
playing the role of interrogators or witnesses were  



 

Figure 2.  Calinski Harabasz score for all AUs and smile-related AUs. 

 

 

Figure 3.  Calinski Harabasz score for subsets showing an ideal number 

between 2 and 15. 

processed with OpenFace. In the following subsections we 
describe the results and analysis of clustering all AUs, 
smile-related AUs, and all subset pairs of smile-related 
AUs for differing cluster numbers.  
 

A. Searching for the ideal number of clusters k 

K-Means clustering was run using k equal to all integer 
values from 2 to 14. Recall that for each the k-means is run 
10 times with different random initializations in order to 
increase the chances that we have a run which finds the 
global optimal solution without getting stuck in a local 
minima. The CH scores for clustering with all of the 
intensity-based AUs (1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 
20, 23, 25, 26, 45) provided by OpenFace as well as with 
only smile related AUs (6, 7, 12, 14) are shown in Fig. 2. 
For both of these sets of AUs, the best CH score was found 
with k = 2. Due to the large proportion of neutral faces, the 
clustering results always included a cluster centered near 
the origin. Thus, results with k=2 are trivial, indicating a 
failure to identify a meaningful clustering result.  

Out of all subset pairs of the smile-related AUs, the 
only subsets with a resulting ideal cluster number k 
between 2 and 15 are (AU6 with AU12) and (AU12 with 
AU14) as shown in Fig. 3. As shown in Fig. 3, the k value  

 

Figure 4.  Distribution of AU6 and AU12 expression levels across all 

1.3M faces. a.) histogram of AU6 expressions levels alone, b.) 2D 

histogram of AU6 and AU12 simultaneously, c.) histogram of AU12 

expression levels alone. 

which maximizes the CH score for both of these AU 
subsets is 5. 

Shown in Fig. 4a-c are the histograms of the AU6 and 
AU12 levels for each observed face in the dataset. It is 
important to note in Fig. 4a-c the large proportion of faces 
which have near-zero value for AU6 or AU12. This is 
observed as the large spikes near the origin in Fig. 4a and 
Fig. 4c as well as the bright yellow bin in the bottom left 
corner of Fig. 4b. The high frequency of faces that have a 
zero value for only either AU6 or AU12 is also 
demonstrated in Fig. 4b by the bright horizontal and 
vertical ridges along the x and y axes. Additionally, in Fig. 
4c, we can see that there is a frequency peak at AU12 level 
of around 0.5. We should not be surprised if the ideal 
clustering solution contains cluster centers associated with 
one or more of these high frequency regions. Fig. 4b also 
demonstrates the positive correlation between AU6 and 
AU12. More often than not, it appears that when AU6 is 
expressed, so is AU12. This observation is further 
supported by the Pearson correlation between AU6 and 
AU12 r=0.70.  

 

B. Clustering Results for All Faces with AU6 and AU12 

Each of the face datapoints as well as the cluster 
centers resulting from running k-Means with k=5 are 
shown in Fig. 5, and the AU6 and AU12 values associated 
with each of the identified cluster centers are displayed in 
Table I. In addition, for each cluster a representative face 
has been added from the associated video files for which 
the extracted AU levels matched the cluster. As expected 
from our histogram analysis in Fig. 4, we find that one of 
the cluster centers is located near the AU6 = 0 AU12 = 0 
region, which is labeled as cluster 0, "Neutral Face". As 
shown in Table I, the AU6 and AU12 values for cluster 0 
are 0.11 and 0.15 respectively, which are indeed are close 
to 0 (considering the AUs are measured on a 0-5 scale). 
Cluster 1, has AU6 and AU12 values of 0.34 and 0.95 
respectively. Thus, Cluster 1 appears to match the 
definition of a non-Duchenne smile since it contains  

 



 

Figure 5.  Results of clustering based on AU6 and AU12 across all 

faces.  

substantial AU12 expression with a significantly lower 
level of AU6 expression. Cluster 2 represents faces which 
have mostly AU6 expression with little AU12 and are thus 
labeled as "Cheek Raiser Only". Clusters 3 and 4 represent 
faces in which AU6 roughly equals AU12 expression, at 
moderate and high levels respectively. These 
clusters are thus labeled as cluster 3 "Duchenne smile" and 
cluster 4 "Strong Duchenne Smile".  

The clustering shown in Fig. 5 was conducted using all 
frames (in which OpenFace had a tracking confidence 
greater than 90%) of all video files, including both  

TABLE I.  CLUSTER CENTERS DEFINED BY K-MEANS WITH K=5 

         
interrogators and witnesses, in situations where both the 
witness was lying and telling the truth. Clustering with k=5 
was repeated using different subsets of the faces, each 
producing results which largely resembled the results in 
Fig. 5 and Table I. 

C. Distribution of the face clusters among witnesses and 

interrogators in honest and dishonest communication 

We next examined whether the proportion of each face 
cluster expressed by witnesses and interrogators differed 
based on whether the communication was honest or 
deceptive. The cluster centers provided from k-means, 
displayed in Fig. 5 and Table I, were used to develop an 
encoder which encodes a face represented by an AU6 and 
AU12 value into a cluster number. 

Because the baseline questions were not supposed to be 
involved in any deception, they were not included in the 

analysis. This encoder was thus applied to the video 
frames from the relevant questioning phase only. The 
cluster distribution data results for witnesses and 
interrogators are shown in Table II and Table III 
respectively. In addition to providing the percentage of 
each face cluster that shows up in a group's total faces, 
Tables II and III also show the Mann Whitney ranksum 
test p-values and Cohen's d effect size for comparing 
deceptive and honest communication. 

As shown in Table II, both honest and deceptive 
witnesses had a large percentage of their faces encoded as 
neutral faces (43.3 and 41.77% respectively). The Mann 
Whitney U test did not show any significant difference 
between the percentage of neutral faces in honest and 
deceptive witnesses. The percentage of non-Duchenne 
faces expressed by honest and dishonest witnesses were 
also similar at 22.66% and 24.28%.  However, the 
percentage of Cheek Raiser face clusters between honest 
and dishonest witnesses was significantly different with 
truthful witnesses expressing a Cheek Raiser Only face 
19.30% of the time compared to 15.40% for dishonest 
witnesses. The ranksum test p-value is 0.01 and Cohen's 
effect size d=0.16 showing a small effect size. While the 
percentage of Duchenne Smile (cluster 3) faces was not 
significantly different between honest and dishonest 
witnesses, the percentage of Strong Duchenne Smile faces 
(cluster 4) did show significant difference. Dishonest 
witnesses were shown to express Strong Duchenne smiles 
5.50% of the time compared to only 3.30% for honest 
witnesses. 

The differences in Strong Duchenne smile expression 
between honest and dishonest witnesses is consistent with 
the theory of duping delight. More specifically, since 
Duchenne smiles are associated with pleasure, if deceivers 
are indeed having a good time telling a lie as predicted by 
duping delight, we would expect to see a higher frequency 
of Duchenne smiles in deceivers. Since the lying witnesses 
know that the researchers will ultimately know that they 
were lying to the interrogators, the researchers are 
effectively acting as an audience. An audience has been 
described to amplify the duping delight effect [11]. It 
should be noted the frequency of moderate Duchene smile  

TABLE II.  DISTRIBUTION OF FACE TYPES IN WITNESSES 

 
Cluster Distribution 

Profile 
  

Face Cluster 
Truthful 

Witnesses 

Dishonest 

Witnesses 

Mann 

Whitney 

ranksum 

test  

(p-value) 

Cohen’s 

d effect 

size 

0 – Neutral 

Face 
43.3% 41.8% 0.425 0.046 

1 – non-

Duchenne 

Smile 

22.7% 24.3% 0.397 -0.069 

2 – Cheek 

Raiser Only 
19.3% 15.4% 0.01 0.164 

3 – Duchenne 

Smile 
11.5% 13.0% 0.200 -0.106 

4 –Strong 

Duchenne 

Smile 

3.3% 5.5% 0.033 -0.258 

All clusters 100.0% 100.0%   

 

 Cluster Centers 

Face Cluster AU6 AU 12 

0 – Neutral Face 0.097 0.121 

1 – non-Duchenne Smile 0.31 0.90 

2 – Cheek Raiser Only 1.03 0.47 

3 – Duchenne Smile 1.23 1.51 

4 – Strong Duchenne Smile 2.09 2.72 

  



TABLE III.  DISTRIBUTION OF FACE TYPES IN INTERROGATORS 

  
Cluster Distribution 

Profile 
 

Face 

Cluster 

Interrogator 

of Truthful 

Witnesses 

Interrogator 

of Dishonest 

Witnesses 

Mann 

Whitney 

ranksum 

test 

Cohen’s 

d effect 

size 

0 – Neutral 

Face 
44.60% 36.20% 0.101 0.25 

1 – non-

Duchenne 

Smile 

18.30% 26.50% 0.031 -0.361 

2 – Cheek 

Raiser Only 
21.20% 18.90% 0.097 0.085 

3 – 
Duchenne 

Smile 

12.40% 14.00% 0.125 -0.097 

4 – Strong 
Duchenne 

Smile 

3.60% 4.40% 0.211 -0.120 

All clusters 100.00% 100.00%   

 
(cluster 3) is also higher in deceptive witnesses (13.01% 
compared to 11.45%), however the difference does not 
reach statistical significance. 

An interesting finding is that although the percentage 
of Duchenne smile face clusters shows a statistically 
significant difference between honest and dishonest 
witnesses, when independently looking at average AU6 
and AU12 levels between honest and dishonest witnesses, 
there is no statistically significant difference [14]. It is only 
after encoding the faces into clusters that a statistically 
significant difference is observed. 

We were unable to identify prior work which explains 
why higher Cheek Raiser Only faces would be expressed 
in truthful witnesses. An ad hoc analysis of truthful 
witnesses expressing Cheek Raiser Only faces suggested 
that this face cluster is an expression consistent with the 
act of trying to remember what the evidentiary image was. 
The woman shown in the Cheek Raiser Only cluster in 
Fig. 5 indeed was in the middle of recollecting and 
describing details from the image. However, a more 
thorough study needs to be conducted in order to test this 
hypothesis. 

While the Duchenne smile frequencies are reasonably 
explained by duping delight, an alternative explanation is 
that deceptive witnesses are trying to get the interrogators 
to like or trust them. Smiles have been associated with 
trust [38]. By inducing interrogators to like or trust them, 
witnesses may be making it harder for the interrogator to 
accuse them of lying. Since a lying witness's bonus 
depends on fooling the interrogator, they have a directly 
financial incentive to mislead the interrogator. In order to 
indirectly evaluate this conjecture, we look to the 
interrogators' facial expressions. 

As shown in Table III, interrogators showed significant 
differences in their face cluster distributions only in their 
expression of non-Duchenne smiles (cluster 1). More 
specifically, interrogators who were paired with dishonest 
witnesses demonstrated a marked increase in their 
percentage of non-Duchenne smiles (26.5% compared to 
18.30% for interrogators paired with honest witnesses). 
The p-value for this difference was 0.031, and Cohen's d 
showed a moderate effect size at d=0.36.  

While it may be unintuitive to expect interrogators to 
express different facial expressions when they are unaware 

of the witnesses honesty, it is consistent with the 
communications theory Interpersonal Deception Theory 
("IDT") [21]. IDT studies have demonstrated that 
communication can be an interactive event between a 
message sender and a message receiver which is disrupted 
when there is deception. A lack of mirroring (i.e. 
interrogators display of a polite smile instead of mirroring 
the witness's Duchenne smile) could be viewed as a 
disruption of the synchrony between message senders and 
receivers. However, while this may explain a disparity 
between witnesses and interrogators, it does not explain 
why the interrogators specifically are displaying higher 
levels of non-Duchenne smiles in particular. 

Since the interrogators were correct in detecting that 
the witness was lying only 48% of the time it is unlikely 
that the interrogators' higher non-Duchenne smile rate is 
due to an amused smile due to catching the witness in a lie. 
It is worth noting that the interrogators of truthful 
witnesses had a higher percentage of Neutral Faces (44.6% 
compared to 36.2%). While this difference is not 
statistically significant according the Mann Whitney 
ranksum test p-value, the Cohen's d represents a reasonable 
difference of d=0.25. The fact that interrogators of truthful 
witnesses display more neutral faces is consistent with the 
concept that lying witnesses are trying to befriend, 
entertain, and/or cajole the interrogators into believing 
them. 

One limitation of this research is that the clustering 
algorithm does not take advantage of the correlations that 
exist between particular AUs. A clustering algorithm 
which uses Mahalanobis distance, preprocesses the AUs 
with PCA, or a mixture model of distributions with non-
zero correlation could be used to theoretically better fit the 
distribution of faces.  

It should also be noted that the findings on smiles 
regarding deception were obtained from a protocol 
involving sanctioned lies (i.e. lies which the participants 
were instructed to tell.) It is thus possible that the lying 
witnesses did not experience the same emotions and 
feelings that an individual who decided to lie on their own 
would. However, past research has found that there is no 
perceivable differences in the behavior of sanctioned 
versus unsanctioned liars [26]. Other research, however, 
has identified that there are differences between the two 
groups [27]. Whether there is a difference or not, it is still 
worthwhile to study the behavior of sanctioned liars. 
Indeed if we allow participants to decide whether to lie or 
not, we will no longer have an unbiased distribution of 
deceptive and honest witnesses. If participants could 
choose whether to lie, perhaps only participants who are 
good at or comfortable with lying would decide to lie. By 
randomly assigning whether participants need to lie or tell 
the truth, we are able to maintain unbiased distributions of 
participants. In our future work, we will run a similar 
protocol in which participants will be allowed to decide on 
their own whether to lie or not to quantify any observable 
differences between the two groups if any.  

Additionally, our protocol involved a game-like setting 
which may affect the context of lies and truths told. While 
this may elicit more feelings of fun and reduce feelings of 
guilt, it may also act to increase the stakes for competitive 
participants. Further, the game-like setting may induce 
stronger effect of duping delight. Regardless whether the 



protocol was a game-like setting, the protocol involved 
real financial compensation that depended upon deceitful 
versus honest behavior. A deceitful witness was given an 
additional bonus if they successfully bluffed without being 
detected. This reward, and the risk of loss from not 
receiving it, may simulate natural instances of deception in 
real-life scenarios by simulating the potential gain or loss 
that may be associated with lying. Additional guilt may be 
present for the bluffing witness since they are preventing 
the interrogator from receiving their financial bonus if they 
successfully lie without the interrogator detecting deceit.  

It is important to note that differences may exist 
between telecommunication based deception and in-person 
deception. However, due to the increasingly ubiquitous 
nature of webcam-based telecommunication, it is essential 
to understand deceit via webcam in its own right. 

In our future work, we plan to exhaustively investigate 
subsets of all AUs as well as alternative clustering 
algorithms. The dataset used in this study will be made 
public within the next year. 

IV. CONCLUSION 

Communication, and especially communication 
through facial expressions, is a very context dependent 
phenomena. It is likely that findings with one set of 
communicators following a particular protocol might not 
hold with another group or a different protocol. We have 
demonstrated a methodological framework for 
automatically identifying a set of smile types through 
unsupervised learning and applied this framework to a 
corpus of dyadic communication. We showed that in this 
corpus, the only smile related AUs which cluster well are 
AU6 and AU12, largely vindicating the past historical 
research focus on these two AUs. This framework can be 
readily applied to other face corpora as differing contexts 
become available. Additionally, the value of developing an 
encoder based upon this framework was demonstrated by 
identifying differences between honest and dishonest 
communication which were not apparent when using raw 
AUs alone. Additionally, the methodology described in 
this paper can be easily extended to search the space of 
AUs other than just those associated with smile. 
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