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Discourse Behavior of Older Adults Interacting with a

Dialogue Agent Competent in Multiple Topics

S. ZAHRA RAZAVI, LENHART K. SCHUBERT, KIMBERLY VAN ORDEN, MOHAMMAD
RAFAYET ALI, BENJAMIN KANE, and EHSAN HOQUE, University of Rochester, USA

We present a conversational agent designed to provide realistic conversational practice to older adults at risk
of isolation or social anxiety, and show the results of a content analysis on a corpus of data collected from
experiments with elderly patients interacting with our system. The conversational agent, represented by a
virtual avatar, is designed to hold multiple sessions of casual conversation with older adults. Throughout
each interaction, the system analyzes the prosodic and nonverbal behavior of users and provides feedback to
the user in the form of periodic comments and suggestions on how to improve. Our avatar is unique in its
ability to hold natural dialogues on a wide range of everyday topics—27 topics in three groups, developed in
collaboration with a team of gerontologists. The three groups vary in “degrees of intimacy,” and as such in
degrees of cognitive difficulty for the user. After collecting data from nine participants who interacted with
the avatar for seven to nine sessions over a period of 3 to 4 weeks, we present results concerning dialogue
behavior and inferred sentiment of the users. Analysis of the dialogues reveals correlations such as greater
elaborateness for more difficult topics, increasing elaborateness with successive sessions, stronger sentiments
in topics concerned with life goals rather than routine activities, and stronger self-disclosure for more intimate
topics. In addition to their intrinsic interest, these results also reflect positively on the sophistication and
practical applicability of our dialogue system.
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1 INTRODUCTION

The population of senior adults is growing, in part as a result of advances in healthcare. According
to United Nations studies on world population, the number of people aged 60 years and over is
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predicted to rise from 962 million in 2017 to 2.1 billion in 2050 [2]. Alarmingly, a huge number
of elderly people end up living alone. Almost 28% of noninstitutionalized older persons live alone
according to 2017 Profile of Older Americans [1]. Among those, older people who lack high-quality
social relationships are at the risk of experiencing social isolation which in turn can affect their
mood and well-being [33]. They might lose connection with their friends and find it difficult to
initiate new friendships. This can affect their quality of life as it has been shown that social contacts
may be as valued as health status in quality of life [27]. On the other hand, social communication
skills have been shown to make a substantial contribution to social integration outcomes [82].
Studies show that impaired nonverbal communication can decrease social desirability, the ability
to maintain positive and supportive relationships, and as a result decreases the overall quality of
life [20, 41, 76].

Spoken dialogue systems have proven beneficial for helping older people with their needs, in-
cluding social companionship [3, 54], health advice [59], palliative care [87], reminiscence therapy
[10], and many other applications. However, many older people find it hard to learn and interact
with new technology, which in turn can result in hesitation to try beneficial platforms [78]. With
the increasing accuracy of automatic speech recognition (ASR) and text to speech (TTS) pro-
grams over the past few years, the popularity of voice assistants and conversational agents has
grown as well. Moreover, advances in the design of natural virtual agents and social robots can
lead to higher acceptance of conversational agents by elderly populations. The ability to have con-
versations with a virtual agent can help elderly people feel less lonely through providing casual
chats, entertainment, story telling, news, and so on. These systems can also provide friendly sup-
port to people in managing their everyday tasks and healthcare needs; for example, reminding
them about their plans, schedules, and medications. Some research also used conversational sys-
tems to help people with dementia and memory disorders, by helping to elicit their memories and
achievements [10]. Last by not least, dialogue systems can help older people practice skills, such as
communication skills [8]. Such systems provide users with everyday practices and comments and
have been demonstrated to help improve social communication in adults [62]. Continued interac-
tions with such systems can be incentivized by providing a reduced cost for continued interactions,
a lightened burden of formal appointments, and establishing a setting perceived by users as nei-
ther stimagtizing nor judgmental [16]. In many of the mentioned applications, it is crucial to keep
users involved in the task for multiple sessions through a human-like virtual agent and engaging
conversations.

In this article, we present features of a web-based communication coach adapted for interac-
tion with older adults. This system has been designed and implemented in a collaborative effort
between computer scientists and geriatric mental health professionals, called the Aging and En-

gaging Program (AEP). The system features a virtual agent named LISSA (Live Interactive

Social Skills Assistance) that holds several sessions of casual conversation with users. Our gen-
eral approach to the design of this system and its predecessors has been to begin experimentation
with Wizard-of-Oz (WOZ) versions (i.e., with an experimenter remotely choosing verbal system
outputs), and then to fully automate the interaction. Previous WOZ and fully automated versions
of LISSA have shown success among college students both in terms of improving nonverbal com-
munication [5] and acceptance by users [71].

Our current LISSA system began with a single session WOZ study of 25 elderly participants,
which showed 72% accuracy in nonverbal feedback, while user surveys revealed that users gener-
ally found the program useful and easy to use [7]. Based on these results and conversation tran-
scripts from the WOZ phase, we designed an extended fully automatic version capable of handling
multi-session in-home interactions. We planned for a 10-session intervention, where in each ses-
sion the participants have 10–20 minutes of interaction with the avatar. Each session consists of
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three segments where the avatar leads a friendly conversation on different casual topics such as
family, leisure activities, life goals, and so on.1 Throughout the segments, the system processes
the audio and video, which it uses to generate feedback on how the user can improve different
communication skills. The feedback on eye contact, smiling, speaking volume, and content are
displayed and narrated by the avatar at breaks between the segments. At the end of each session,
a summary of the user’s strengths and weaknesses is displayed to the user; this summary is also
provided as a reminder during the start of the subsequent session. The first session was held in
a lab, where experts collected information on users and rated their communication skills. We ran
the study with 9 participants interacting with the avatar and 10 participants in a control group.
The pre- and post-intervention assessment was done by two independent psychologists through
role-play settings. Based on the communication skills ratings by the two psychologists, we found
that the participants in the AEP group improved their eye contact and facial expressivity. By con-
trast, the participants in the control group, who also received online communication skills training,
did not show significant improvement in their ratings. The dialogue manager was designed using
the framework introduced in [71]. Topics and dialogue flow were sketched in a tight collaboration
with geriatrician experts based on their experience in elderly therapy. We also used the collected
data from the WOZ study to improve the avatar’s contribution to the interaction. A comparison
of the evaluation results of users’ conversations with the automated version of LISSA, with the
evaluation results of conversations from the WOZ study, showed no significant difference in qual-
ity, implying that a conversation with the automated avatar is of comparable quality to one with
a WOZ-based system [72].

In this article, we also study some communicative behaviors of users through the course of
the conversations. We focused on content analysis of both user and avatar mostly through lan-
guage features including elaborateness, sentiment, and self-disclosure. Studying content analysis
has proven helpful in increasing conversational agents’ effectiveness in a variety of tasks. Content
analysis of users’ inputs can help in detecting problems such as schizophrenia [22] and dementia
[86], can help in improving user satisfaction and perception of dialogue [56, 68], and can let the
system show adapting behavior toward users [17]. In order to analyze the conversations’ content,
we discuss some linguistic aspects of human-machine casual dialogues using the data collected
from the experiment. The data comes from 80 sessions of interaction with nine participants over
a course of 3–4 weeks. The topics suggested by gerontological experts are categorized into three
groups based on their degree of intimacy. We investigate how users’ elaborateness, sentiment, and
self-disclosure behavior depend on the topic under discussion and the avatar’s tone, and how they
evolve with time. More specifically, we first look at the level of elaborateness for different users in
different sessions and investigate if elaborateness depends on the user’s personality and the topic
under discussion. We then measure user sentiment over the course of conversation and track its
variation over time, and its relation with the topic and user’s personality. Third, we evaluate self-
disclosure and study its correlation with user mood and personality. We measure elaborateness
in terms of users’ turn lengths, sentiment in terms of the Vader sentiment analysis tool, and self-
disclosure in terms of cues suggested by the literature, and extracted using Linguistic Inquiry

and Word Count (LIWC) categories. We present the insights obtained from the analysis and
discuss the results.

1Our terminology here is intended to distinguish the types of conversations in the study from others common in AI dialogue
systems such as task-oriented dialogues, or question/command-based interaction with systems like Alexa, Siri, and so on.
“Casual” conversation (e.g., in social settings) is also a recognized category in sociolinguistics (e.g., Joos, M. (1961), The Five

Clocks, New York: Harcourt, Brace and World).
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2 BACKGROUND

Conversational agents have proven beneficial for helping people with their health needs in many
different applications [57]. Spoken dialogue systems (SDS) are generally considered as the most
natural way for social human-robot interaction [29], and the continuous advances of speech tech-
nologies have made it possible for people with little technical knowledge to interact with systems
using natural language. Employing conversational agents in healthcare can lower the barriers im-
posed by stigmas associated with psychiatric conditions; for instance, people might be willing to
report more symptoms to virtual humans rather than human interviewers [49]. Moreover, virtual
agents can be autonomously accessible on a range of devices at users’ preferred locations, while
people currently often deal with long waiting times due to a shortage of psychiatrists [39]. They
also reduce waiting costs for a continued interaction [16].

Conversational Agents for Older Adults. Elderly people are among communities who can
benefit most from SDS as they provide smooth speech-based communication at the desired time
and location of the user. In fact, some studies have shown that older people who are unfamiliar
with technology prefer to interact with assistive systems in natural language [25]. Many applica-
tions have already been proposed aiming to assist older people using conversational agents. Some
systems are designed to play the role of a companion for lonely older users. For instance, “Ryan”
[3], a life-like robot, talks with older adults about different topics of interest to make them engage.
[54] provides single-session interactions with a robot that reads newspapers for users, asks them
some personal questions about their past, and shows nonverbal reactions to the response such
as nodding and maintaining eye contact. Such systems report high acceptance among users [90];
users enjoy the companionship and are open to having more sessions with the robot [54, 90], al-
though they don’t always believe that the interaction resembles an interaction with a real human
[3]. Some older adults prefer keeping robotic pets to alleviate their loneliness. Such pets react to
user speech and petting by producing sounds and eye and body movements. Studies proved that
such interactions can improve users’ communication and interaction skills [83].

Some other conversational agents help older adults in ameliorating loneliness and depression
by reminiscence therapy [10, 58]. The agent collects and organizes memories and stories in an
engaging manner. In order to model the conversation for appropriate responses, such systems
need to possess generic knowledge about events, habits, values, relationships, and so on [58].

Spoken agents can also be virtual home assistants who help users organize their daily schedule.
For instance, “Billie” [44] focuses on the specific task of managing the user’s daily calendar. The
system shows some nonverbal behavior such as gesture, facial expression, and head movement;
however, it does not track users’ nonverbal behavior. It also cannot manage casual conversation.
“Mary” [85] is another virtual agent that assists older adults with daily tasks such as reminders,
guidance with household activities, and locating objects using its 3D camera. Although users show
high acceptance of such assistants, occasional verbal misunderstanding and errors could cause
user frustration [44]. Spoken dialogue systems can also help older patients with dementia [74].
As regular involvement in conversations can help dementia patients, [11] designed chatbots for
open-ended conversation on a limited number of topics and received positive feedback from users.
However, their systems provided a text interface only, with no human-like avatar.

Virtual assistants have also been proposed to gather users’ health information (such as blood
pressure and exercise regimen) and provide health advice based on the collected data [60]. An
approach to helping users maintain their mental acuity is to develop dialogue systems that en-
gage users in skill-dependent activities such as cognitive games. Other practices can help people
improve their communication skills, potentially alleviating social isolation [79]. Yet another inter-
esting application of dialogue systems is in palliative care—helping people with terminal illnesses
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reduce stress by steering them toward topics such as spirituality, or their life story. In [87], an ex-
periment was performed with 44 participants, where users interacted with an avatar by selecting
their response from multiple options. They interacted about death-related topics such as last will,
funeral preparation, and spirituality. Although the avatar displayed variable posture and hand ges-
tures, it did not process any user behavior and did not actually attempt to extract meaning from
user inputs. Nevertheless, users were satisfied with their interaction and were ready to have more
sessions with the virtual agent. Chatbots are also suggested to help people with self-diagnosis. A
data-driven analysis [26], from more than 47K consultation sessions in the course of 6 months,
showed success in helping people and led to suggestions on how to make the chatbot more trust-
worthy and easy to use.

Past studies have helped to identify important features for effective interaction of virtual agents
with older users. A system designed for individuals with reduced cognitive abilities needs to be
easy and intuitive to use. It also needs to be able to recover from mistakes and misunderstandings
and resume normal interaction [78]. As older people might be more prone to pauses and hesitations,
the system should allow for such intermittency, and rather than issuing error messages, should ask
for repeating or rephrasing [43]. Virtual agents also should have a likable appearance and persona.
Ideally, systems should also be able to personalize their behavior according to the specific needs
and preferences of each user [78]. In order to act more appropriately, some studies introduced
methods to infer users’ personality traits from their input utterances [4, 92]. Users’ perception
of a virtual agent and their willingness to confide in it has been shown to be influenced by their
personality [92].

The system we present in this work is designed to help older people who are at risk of losing
their connections because of impaired communication skills. Studies show that social isolation can
affect not only mood and well-being, but also can influence health outcomes such as worsening
disability, illnesses such as chronic lung disease, arthritis, impaired mobility, depressive symptoms,
and death [33, 66, 81]. By contrast, favorable social conditions such as high support from family,
friends, and social groups are predictors of sustained health [84].

One way to overcome the feeling of loneliness is to improve social integration by boosting social
communication abilities [82]. Some studies show that social skills deficits correlate with both phys-
ical and mental health [77]. One of the key aspects of communication skills is nonverbal behavior.
Appropriate facial expressions, smiling, eye contact, and other forms of nonverbal behavior can
yield a positive first impression, help the flow of conversation, and provide meta-communication
[35, 51]. Thus, many researchers have examined the use of computer-based interventions to help
people improve their social skills. For instance, [9, 36] provided a simulated job interview envi-
ronment using a virtual agent; EmpaT [31] is a scenario-based, serious game simulation platform
in the context of job interviews allowing users to confront a variety of uncomfortable situations
such as talking to unfriendly people. [67] let medical students practice their communication skills
with a virtual agent that acts as a patient. Virtual agents have also proved useful and acceptable
in helping people with Autism Spectrum Disorder (ASD). ASD participants who practiced with
virtual agents and coaches showed improvements in verbal and nonverbal behavior, and also in-
dicated interest in continuing [13, 67, 70, 88]. To the best of our knowledge, not much work has
been done addressing nonverbal behavior of older adults. One prior study [62] presented a psy-
chosocial intervention to improve everyday living skills of older patients with chronic psychotic
disorders, which led to improvements in communication. However, the program was focused on
basic skills for adults with severe mental illness and as such is not extendable to a broader commu-
nity of elderly users. Also, the program was not accessible for use ubiquitously. The AEP presented
here uses a virtual agent not as a companion but as a communication skills coach. We present the
program and results of the analysis of experiments.
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Content Analysis. Content analyses of dialogues with non-task–oriented conversational

agents (CAs) has proven helpful in increasing CAs’ effectiveness in a variety of tasks. For in-
stance, detecting the main themes of a dialogue, or speech and language features, could assist in
detecting schizophrenia [22] and dementia [86], and preventing suicide [52]. In the context of in-
telligent tutoring systems such as AutoTutor [24], affective states can be predicted using temporal
and lexical cues from natural language interaction in the learning environment. Studies showed
that users’ affect and emotion can impact their interest, self-efficacy and understanding during
interactive learning sessions [18, 42, 47]. Studies using spoken dialogue systems also show that
different aspects of communication style can affect users’ satisfaction and perception of dialogue
[56, 68]. Moreover, models of speakers learned from their language, interests, opinions, and com-
munication styles can enable dynamic adaptation of system behavior and content to users, as is
done in [17].

Our research investigates the detection of affective states that arise during interactive dialogue
in natural language. The use of dialogue to detect affect in learning environments is a reasonable
information source to explore initially.

In a system like ours, understanding users’ communication behavior in social conversation can
be a benefit in multiple ways. Firstly, we need to find ways to increase user engagement and satis-
faction. Studies show that some communication behaviors such as reciprocity and self-disclosure
are strong predictors of relationship building and user satisfaction [45]. Secondly, sentiment-
adaptive responses have shown to be effective in users’ perception of virtual agents. [23] show
that users find agents with sentiment-adaptive responses as being more empathetic and human-
like, and as a result more satisfying to communicate with. In general, personalizing the interac-
tion between users and virtual agents has been one of the most significant engagement strategies
[19]. This has been done both through adapting nonverbal behaviors such as voice and gestures
[14, 21, 53] and adapting the content based on users’ preferences [50] or emotions [28]. In this
work, we focus on analyzing some users’ communication styles and language features including
elaborateness, sentiment, and self-disclosure. Elaborateness refers to the amount of additional in-
formation provided by a speaker [68]. Experiments with a spoken dialogue system in a healthcare
application show that a user’s elaborateness can be classified using just the dialogue act category
of an utterance and the number of words it contains [55]. We also study the role of sentiment,
since the use of sentiment features has been observed to increase the quality of conversational
agent output [73], and allows for more human-like social conversation [15] and more appropriate
recommendations [89].

Another important aspect of conversational content we investigate in this article is the degree
of self-disclosure. Encouraging self-disclosure can increase rapport in user-CA interaction [46, 64]
and thereby the effectiveness of the virtual agent in different tasks (e.g., health coaching [48]).
Self-disclosure by a user can also assist in evaluating mental health [40].

While sentiment can be classified using analysis tools such as Vader [38], the set of features
indicative of self-disclosure remains ill-defined. [69] suggested utterance length, negation words,
part-of-speech (POS) tags, and emotion-laden words as self-disclosure markers in an open-ended
conversation with a chatbot. [37] identifies personal pronouns, word count, and family and sexual
words as significant, based on comparing secret tweets with normal tweets. [12] observed that
tweets with deeper self-disclosure are apt to mention secretive wishes or sensitive information,
while moderately self-disclosing tweets convey general information about self such as family, ed-
ucation, and so on [80], shows that not only linguistic features but also some nonverbal behaviors
such as nods and speech pauses are associated with self-disclosure. In our work, we tried several
Linguistic Inquiry and Word Count (LIWC) categories, based on the cited literature.
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3 THE LISSA VIRTUAL AGENT

LISSA is a virtual agent designed to help people improve their communication skills [5]. The avatar
maintains open-ended conversations with users and offers feedback on their nonverbal behav-
ior, so that users can try to improve their social skills. We have noted the desirability of human-
like agents for such open-ended, realistic conversations. Our avatars were obtained from Sitepal
(https://www.sitepal.com/), which are reasonably realistic in terms of appearance, motion, and
speech output. The particular avatar chosen was agreed upon by a focus group of 10 older adults
who considered various versions of the virtual agent varying in gender, age, and realism. As far as
we can tell from observation of the interactions and feedback from participants, LISSA’s degree of
realism (also in previous versions) was satisfactory to the participants, without any issues arising
such as the putative “uncanny valley.” (In some of the earlier studies, there were some criticisms
of insufficient realism, such as unnatural eye-blinking [6].)

3.1 Nonverbal Feedback

The feedback provided by LISSA on users’ nonverbal behavior includes eye contact, smiling, speak-
ing volume, and one verbal feature—the emotional valence of the user’s utterances. These behav-
ioral features are detected automatically, and feedback can be provided in real time through icons
on the screen. The program also displays charts and texts summarizing the user’s performance
after each interaction session. More specifically, the automated feedback system was designed and
trained using 506 minutes of labeled video collected from previous studies [5]. Each conversation
consists of three sessions; during each, the system captures audio and video and uploads them
to the server. Then smile intensity, volume, and eye gaze direction are extracted from the video
and audio. Using the previously trained model, a Hidden Markov Model–based classifier classi-
fies the nonverbal features into two (positive and negative) categories. The audio collected from
each session is transcribed and a sentiment analysis model is performed to detect the valence of
the text. Both audio and video feedback are given to the user after each session in the form of
simple English sentences, designed to reinforce positive results and make suggestions for reme-
dying weaknesses. More details on how the automated feedback system works can be found in
[8]. For some user groups such as teens with autism and older adults, real-time feedback some-
times proved cognitively challenging. Divided attention is an aspect of cognition that is required
when processing two or more sources of information. This aspect is shown to be associated with
significant age-related declines in performance, particularly for complex tasks [32]. Other studies
showed that the slowdown in performance is greater compared to younger ones, when attention
must be switched between several tasks [91]. As a result, to alleviate the load on such users, we
removed the screen feedback icons, which requires processing multiple icons and modifying be-
havior accordingly throughout the whole conversation with the program.

3.2 LISSA Dialogue Manager

In order to engage users in a smooth natural conversation, we designed a dialogue manager that
can handle open-domain chatting on a number of everyday topics. The dialogue manager (DM)
initiates topics and follows a coherent plan to lead the conversation and respond to users’ inputs
with appropriate comments and questions. The dialogue plan is a flexible, modifiable schema [75]
consisting of a sequence of expected actions by the system and user, dynamically instantiated in
the course of the conversation. At each user turn, the DM interprets the user’s input in the context
of LISSA’s previous utterance, using pattern transduction hierarchies relevant to that context. The
interpretation consists of one or more simple explicit context-independent English sentences called
“gist-clauses.” The gist-clauses are then used by response pattern transduction trees to construct
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Fig. 1. An example of dialogue between LISSA and a user.

an appropriate response. An example of a conversation between a user and LISSA is shown in
Figure 1. More details on the dialogue manager can be found in [71].

4 PREVIOUS LISSA STUDIES

A previous WOZ version of the system demonstrated success in helping college students improve
their nonverbal behavior [5]. This system provided real-time feedback through icons signaling
changes in different aspects of nonverbal behavior. Participants were also shown charts and fig-
ures summarizing their performance. An experiment with 47 students with this prototype system
showed improvement in the nonverbal behavior of those who practiced with the system. Another
experimental study, involving teens with ASD interacting with a fully automated system, showed
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Fig. 2. “Aging and Engaging Program” Virtual Agent.

that some users with more severe cognitive impairment might face challenges with real-time icons
[6], as already noted. However, participants found the system interesting and were willing to have
further sessions [70]. The AEP was designed on the basis of lessons learned from previous ver-
sions of LISSA, and in tight collaboration with an expert advisory panel of professionals (at our
affiliated medical research center). The goal of the AEP was to help older patients who are at risk
of isolation and depression, by providing them a means to practice their social skills. In order to
study the feasibility and acceptability of such system on the target community, a WOZ experiment
was run with 25 older adults. The results showed that users found the program useful, intuitive,
and fairly accurate [7].

During interviews with users after the experiment, participants talked about their experience
with the program. The experience was novel for all of them; some reported uneasiness at the
beginning but they got comfortable soon after. They reported the ways in which the program
was easy or difficult to use. While only half of the participants found the feedback accurate, most
thought the program could help improve conversational skills. The effectiveness of the system
(i.e., improving social skills) was not assessed through the WOZ study, but was instead left for the
automated multi-sessions setup. We used both verbal and nonverbal data collected from the WOZ
experience to improve the program for the automated version.

5 LISSA MULTI-SESSION AGING AND ENGAGING PROGRAM

Based on the feedback and content collected from users during the first AEP experiment with WOZ,
we designed a program for longer-term practice by users. The AEP program is fully automatic and
was available to users on their personal devices so that they could practice at their convenience.

5.1 Setup

We designed the Web-based automated version of the program to conduct multiple sessions of
conversation with a user. Participants access the AEP system via their web browser that can be
accessed with minimal assistance in the home (Figure 2). Web-based technology allows individ-
uals to access the program from anywhere using internet enabled computers. This is extremely
powerful considering the fact that many older adults are unable to drive to those places that offer
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in-person training. Additionally, web-based technologies are scalable to a wider population, while
avoiding social stigma and minimizing burdens associated with in-person interventions.

We asked participants to use a laptop or personal computer. We also offered a lab laptop to those
who had no personal computer. They needed to have a microphone and webcam in order to be able
to complete the sessions. They could complete the sessions at their time of convenience. They used
a link to access the program web page, where they start interacting with our interface by pressing
the start button. The first interactions were held in the lab and the rest were self-initiated by users
at home. The issues raised include not being able to start the Web browser (Google Chrome), allow-
ing the Webcam to access the browser, and enabling flash player. They could contact the technical
team through phone or email at any time, and the team would help them deal with the issue. Each
session consisted of three conversation topics and feedback was delivered between the three seg-
ments. Much as in previous versions, the feedback contained positive and negative reinforcement
concerning the usage of eye contact, smiling, speaking volume, and content. Each session ended
with a summary feedback where the performance in the three segments was discussed. Specifically,
the feedback indicated where the user made improvements, which areas needed more focus, and
ways to improve them. The summary was presented using simple text read aloud by the avatar.
Moreover, some suggestions were delivered to users at the end of each session on how to overcome
their weaknesses and maintain their strengths.

After completing at least eight sessions at home, the participants were invited back to the lab
for a follow-up session. In the lab, participants were asked to fill out surveys and were evaluated
for their communication skills by experts.

To assess the viability of the AEP system, we conducted a randomized control study with 20 par-
ticipants recruited through community advertisement and outpatient geriatric psychiatry clinics.
All the participants experienced at least mild difficulties on the social skills. We excluded appli-
cations with no access to an email address or Internet in a private location. One participant in
the AEP group withdrew from the study after the first visit because she was not interested in
the study. Participants were all at least 60 years old (average age = 71), including 13 females and
6 males, where 8 were married and almost half the participants lived alone. All participants in this
study possessed a home computer or a laptop. Participants had a wide range of depression and anx-
iety symptoms and nonverbal impairments. Prior to the study, the participants were assessed by
two clinical psychologists using Social Skills Performance Assessment (SSPA) measurement.
SSPA is an observer-rated assessment of verbal and nonverbal behavior in social communication,
obtained through completing roles in standardized role-plays [61, 63]. The results indicated that
among 19 participants, the most common impairments were facial expressivity (n = 10), eye con-
tact (n = 8), and lack of gesture (n = 12). All participants also completed self-report assessments
to characterize the sample: PROMIS computerized adaptive tests for depressive and anxiety symp-
toms [30]. The reports showed significant variability in severity of depression symptoms (T-score
range 34.20-65.80) and anxiety symptoms (T-score range 32.90-65.40), indicating our sample in-
cluded individuals with moderate symptomatology. More details can be found in [8].

Participants were randomly divided into two groups: a control group (n = 10), and an AEP
group (n = 9). The control condition involved reading information about improving conversation
skills provided on the Web with videos (with no feedback or engagement with AEP). The pre- and
post-intervention assessment of communication skills was performed in the lab where each par-
ticipant interacted with a psychologist (blind to participants’ condition) in a role-play setting. An
independent psychologist observed the entire role-play session and both psychologists then rated
the participants on their eye contact, facial expressivity, speaking volume, and content. During the
first session in the lab, we also ensured that the participants could complete AEP and/or control
at home smoothly. The AEP group completed at least eight sessions of the AEP, while the control
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Table 1. Dialogue Topics and their Emotional Intensity Level
(E: Easy, M: Medium, H: Hard)

Subsessions Topics EI

S1 Getting to know each other (I, II), Activity E,E,E
S2 City you live in (I, II), Pets E,E,M
S3 Family, Gathering with family and friends, Yourself E,M,H
S4 Weather, Driving, Cooking E,H,E
S5 Outdoors, Travel, Plan for today M,M,E
S6 Chores, Money, Growing older E,M,H
S7 Education, Job, Life goals M,M,H
S8 Technology, Books, Arts M,M,M
S9 Sleep, Health, Exercise M,M,M

group was directed to educational materials on the Web to improve conversation skills, both over
the course of 4–6 weeks.

To evaluate the impact of the system on users’ verbal and nonverbal behavior based on SSPA rat-
ings, we utilized two linear regression models (for verbal impairment and nonverbal impairment),
with the condition (treatment and/or control) as the primary predictor and baseline scores on the
SSPA as a covariate. Comparing the SSPA scores indicated that the participants randomized to AEP
improved their eye contact and facial expressivity significantly, while results were nonsignificant
for verbal impairment. Participants in the control group did not show improvement in any of the
skill ratings. More details on how we evaluate the impact can be found in a previous paper [8].

5.2 Dialogue Content

To allow users to remain engaged in an interaction with the program, the virtual agent needs to
have smooth, meaningful conversations. The agent leads users in casual conversations controlled
by an automatic dialogue manager. As mentioned, each interaction consists of three subsessions,
along with sporadic self-disclosures by LISSA.

The character of LISSA has been carefully designed to represent a 65-year-old widow who
moved to the city a few years ago to live with her daughter. We followed a participatory design
methodology while selecting the persona of the virtual agent. Specifically, we had a focus group of
10 older adults who looked at various versions of the virtual agent including different gender, age,
and realism. From their opinion on different characters and features of virtual agents, we selected
the one presented in the article. The choice of topics, their ordering, and potential questions and
comments and other relevant statements provided by LISSA, were all designed meticulously dur-
ing several sessions of consultation with gerontologists with expertise in interventions. In each
subsession, LISSA opens the topic by mentioning some thoughts and experiences of her own and
asks relevant questions from the user. Upon receipt of an input from the user, LISSA makes relevant
comments, responds to user’s questions (if applicable), and smoothly moves to the next question.

The automated version of the AEP system was designed to support nine sessions of interaction
with users (Table 1). Each of the three segments of a session covers a specific topic, usually led
by LISSA by asking three to five questions. Each complete session takes 15–20 minutes depending
on the number of questions and the user’s elaborateness. In collaboration with geriatric mental
health professionals, we collected 27 topics from everyday life known to be of interest for the
target community. A list of the chosen topics is shown in 1. To better plan for a long-term interac-
tion, the geriatric experts divided the topics into three groups based on their emotional intensity
or degree of intimacy: easy, medium, and hard. According to [34], emotional intensity refers to
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Fig. 3. Change in emotional intensity of the sessions over time.

variations in the magnitude of emotional content. We assign a lower emotional intensity score to
less intimate topics (easy = 1) and a higher score to those topics which are more emotionally in-
tense and intimate (medium = 2, hard = 3). We calculate the average value for different days. Easy
topics such as “Getting to know each other” and “family” are ones likely to be broached in making
someone’s acquaintance, while the harder ones such as “life goals” and “getting older” are more
emotionally evocative and call for more self-disclosure. We designed the sessions so that LISSA
starts with easier topics at the earlier sessions and gradually moves to more intimate ones, as the
user becomes better acquainted with the avatar and feels more comfortable to share thoughts and
interests with her. Figure 3 displays graphically how the level of intimacy changes throughout the
study. During all sessions, LISSA’s interjection of her own beliefs and life experiences helps to
make the conversation natural and to evoke user responses.

6 DIALOGUE CONTENT ANALYSIS

As mentioned before, content analysis of open-domain dialogues with conversational agents can
be helpful in increasing the system’s effectiveness and performing other health-related evaluations.
We collected data from the multiple-session experiment with AEP explained in 5. Each of the nine
participants who interacted with LISSA had seven to nine sessions. In total, we collected dialogues
from 72 interaction sessions, most of them held at users’ homes. In this section, we analyze three
aspects of the dialogue content. The first concerns elaborateness, where we looked for differences
in elaborateness across different sessions, users, and topic classes; we also analyzed changes in
elaborateness over time.

The second concerns the results of sentiment analysis for different sessions and the tone change
over time. The final aspect concerns the kinds of self-disclosure cues we gleaned from the literature.

6.1 Data Statistics

We collected the transcripts from the nine users interacting with the system over 7–9 days. The
transcripts are taken from the output of the system’s ASR software. A few subsessions were omit-
ted due to technical issues. Table 2 summarizes the collected data. Each interaction session consists
of three subsessions, each on a topic. Verbal and nonverbal feedback is provided after each subses-
sion and also at the end of a whole session.

6.2 Elaborateness

Following [55], our metric for utterance length is the word count of the user utterance. The results
show that users on average tend to provide longer responses as they proceed in a conversation.
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Table 2. Collected Data Statistics

Feature Number

users interacted with the avatar 9
sessions 72
subsessions 198
total users’ turns 668
total users’ words 29,054
total avatars’ words 24,296

Fig. 4. Users’ average turn length in each subsession.

Figure 4 shows the average response length among all users in different subsessions. We also
observe a strong, significant correlation (a) between the average word count and the particular
subsession (Pearson r = 0.76, p < 10−5); (b) between the average word count and the user’s turn
number in the complete interaction (r = 0.68, p < 10−12); and (c) between the average word count
and the interaction number (r = 0.81, p = 0.008). Trends (b) and (c), however, are not the same for
all individuals. For five out of the nine users, the turn length correlation with time is significantly
strong, while for the rest we cannot see any significant correlation.

6.2.1 Users’ Turn Length and Topic Classes. The various topic classes significantly affect users’
response length. The average among all users shows that users provide longer responses to “hard”
questions, where the average is 57.60(σ = 33.92) words, while responses to “medium” and “easy”
questions contain an average number of 51.41(σ = 30.39) words and 32.73(σ = 24.03) words,
respectively. Interestingly, the response length change over time is not significant for easy topics
but it is significantly strong for medium (r = 0.81, p < 10−3) and hard (r = 0.94, p = 0.05) topics.

6.2.2 User and Avatar Turn Length. Some studies suggest that the utterance lengths of one
speaker can influence the interlocutor’s utterance lengths. We looked for any correlation between
the avatar’s input length and users’ corresponding turn length, but did not observe any meaningful
relation.

6.3 Sentiment

We used VADER [38] to quantify utterance sentiment for each avatar and user turn.
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Table 3. Average Sentiment Score for Topic Classes

Topic class ave ( |Senta |) ave ( |Sentu |)
Easy 0.3 (σ = 0.31) 0.43 (σ = 0.35)
Medium 0.36 (σ = 0.3) 0.62 (σ = 0.31)
Hard 0.38 (σ = 0.32) 0.63 (σ = 0.3)

6.3.1 User vs. Avatar Turn Sentiment. The correlation coefficient value shows a weak but sig-
nificant correlation between a given user turn and the avatar’s preceding turn (r = 0.23, p <
10−8); this suggests a slight dependence of the user’s sentiment on the avatar’s tone (though
both might be derivative from the particular question content). In order to compensate for the
possible influence of the avatar’s tone on the user, we studied sentiment difference over time
(Sentimentuser − Sentimentavatar ). We observed a significant weak increase in positive tone over
time (r = 0.35, p < 10−3).

6.3.2 Sentiment for Different Topics. A more careful look into different interaction sessions pro-
vides some insight into the relation between user sentiment and dialogue topics. We should first
note that the avatar is designed to convey a positive, friendly tone in its interactions, thereby
encouraging a generally positive tone on the user’s side. However, we find user sentiment to be
significantly more positive for some topics than others. Among them are “Travel,” with sentiment
score = 0.74(σ = 0.22), “Health,” with sentiment score = 0.76(σ = 0.13), “Education,” with sen-
timent score = 0.74(σ = 0.07), and “Outdoor,” with sentiment score = 0.68(σ = 0.28). On the
other hand, in talking about subjects such as “Family,” “Getting to know each other,” and “Manag-
ing money,” participants tended to be more neutral, with respective average sentiment scores of
0.045(σ = 0.18), 0.19(σ = 0.38), and 0.32(σ = 0.39).

We infer that topics concerned with life goals evoke stronger emotions than those concerned
with routine activities of daily life. As well, discussion of eventualities such as the death of a partner
or living alone after others have moved out naturally leads to a more negative emotional tone.
There are other themes that evoke both negative and positive user comments, and hence sentiment
fluctuations resulting in a high standard deviation and no meaningful average. An example is the
topic “Growing older” with sentiment score = 0.37(σ = 0.50).

6.3.3 Sentiment for Different Topic Classes. We also studied the average sentiment for the three
topic classes introduced in Section 5.2. Our hypothesis was that emotionally evocative topics pro-
duce stronger user sentiment than more neutral ones. We therefore evaluated the average absolute
sentiment value across all users for different topic classes. The results can be seen in Table 3.

The results show that although the avatar’s tone remains almost the same for all classes, users
tend to use stronger tones when they talk about “medium” and “hard” topics compared to “easy”
ones.

6.4 Self-Disclosure

Under this heading, we focus on sessions mainly concerning users’ lives, beliefs, interests, and so
on, expected to elicit some degree of self-disclosure. The goal is to gain insight into the depen-
dence of self-disclosure on different topics. As mentioned earlier, there is no well-defined set of
cues for measuring self-disclosure, but various studies have suggested some potentially significant
ones (recall Section 2). We instantiated these as follows, relying on LIWC features [65]: We em-
ployed LIWC features in measuring word counts in the following feature categories: (1) word count
per turn, (2) first person pronoun, (3) family and friends, (4) negative emotions (anxiety, anger,
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Table 4. LIWC Score of SD Cues for Three Topic Classes

Potential SD Cues Easy Medium Hard

Word count per turn 31.97 49.61 55.45
First-person pron. 9.91 9.29 9.46
Family and friend 1.02 1.08 1.03
Negative emotion 0.51 0.54 0.84
Positive emotion 4.91 4.9 5.54
Drives 5.71 6.82 7.26
Personal concerns 5.2 7.07 4.15

Fig. 5. Self-disclosure cues for three topic classes, mapped to interval [1, 2] for better visualization.

and sadness), (5) positive emotions, (6) drives (affiliation, achievement, power, reward, risk), and
(7) personal concerns (work, leisure, home, money, religion, and death).

We first report the LIWC-based scores of the above features in the three topic classes in
Table 4. To make the comparison more vivid, we linearly map the scores to [1, 2] for each cat-
egory independently and plot a bar graph (Figure 5). It can be seen that the “hard” topics contain
more words per turn, and more negative and positive emotions and drives. On the other hand,
people use personal pronouns more often in easy topics such as when they introduce themselves
or talk about their activities. Conversation about family, friends, and personal concerns, though
somewhat intimate, need not involve high self-disclosure.

We also make a list of topics with the highest LIWC category scores. As can be observed
in Table 5, participants used the most first-person pronouns in the initial greeting session and in
talking about themselves and their families. Family and friend words not surprisingly were used in
“Family” and “Gathering” sessions but also when the topic concerned “Cooking.” “Growing older”
is among the topics where people use the most negative emotion and personal concern words.

7 DISCUSSION

Analysis of users’ conversational behavior in the course of multiple social dialogues with a virtual
agent led us to some interesting observations, which we briefly summarize in this section. First,
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Table 5. Topics with the Highest LIWC Category Scores

Feature Highest score sessions

First-person pron. Getting to know, Yourself, Family
Fmly/Frnd Gathering, Family, Cooking
Neg. emot. Driving, Growing older, Money
Pos. emot. Yourself, Weather, Outdoors
Drives Gathering, Life goals, Arts
Pers. concern Growing older, Activity, Family

concerning the effect of topical choice on users’ conversational behavior, we observed that when
topics are more intimate, as in the case of life goals and the challenges of getting older, users tend to
elaborate more. They also use stronger emotion words—both positive and negative—when talking
about more intimate and emotionally intense topics. Furthermore, we observed that the average
response length increases as users progress through the series of interactions. This suggests that
users feel increasingly comfortable in extended interactions with our virtual agent. We also ob-
served a slight dependence of the user’s sentiment and the avatar’s sentiment. Furthermore, our
study of self-disclosure features in the interactions showed that users’ comments on emotionally
less intense topics such as their everyday life correlated with more use of personal pronouns.

These results from the conversational content analysis support the use of dialogue agents for di-
alogue practice with older adults, even when touching on potentially difficult conversation topics.
Indeed, our participants were more engaged with the agent when the conversation topics were
more emotionally intense and intimate. Given the importance of effective communication dur-
ing challenging conversations in later life—driving cessation, healthcare, and end-of-life decision-
making—our findings suggest that dialogue agents like LISSA could provide valuable practice and
coaching to help older adults successfully navigate these challenging conversations and thereby
improve both health and quality of life. Thus, our studies have provided some insights into users’
behavior in multi-session casual interaction with automated virtual agents, and some potential
guidance in further implementation of effective social agents.

8 CONCLUSION

We have presented a conversational agent designed to provide realistic conversational practice to
older adults at risk of isolation or social anxiety. The system can handle multiple sessions of inter-
action with users, engage users in casual conversation, and provide feedback on their nonverbal
behavior. Users can access the program through a web browser on their personal computers at
their place and time of convenience. The topics of the dialogues and the avatar’s contribution to
the dialogues have been meticulously designed in collaboration with geriatric mental health pro-
fessionals based on their experience in therapy sessions. We summarized the data collected from
72 sessions of interaction with nine individuals, studied their dialogue behavior, and inferred sen-
timent focusing on three aspects: elaborateness, sentiment, and self-disclosure. The naturalness of
the interactions, generally attested by the users [6, 72], indicates that our results are meaningful.
During the COVID-19 pandemic it became very challenging for older adults to engage in face-
to-face interaction with others. Our tool serves as a crucial alternative for continuing behavioral
therapy and maintaining social connections.

Although the AEP showed significant impact in changing nonverbal behaviors, there might be
adverse consequences when such a system provides incorrect feedback. For example, the AEP
can erroneously give negative feedback even when the users have adjusted their behavior. This
could demotivate users and create cognitive pressure. We understand that these types of errors are
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unavoidable for AI-driven systems, and we made it clear to each of our participants before starting
the study not to take the feedback too personally. However, it is a distinctive feature of our system
that its behavior is generally appropriate as judged by users. This is achieved by the techniques we
employ to ensure robust handling of a considerable variety of topics. For example, Speech-to-Text

(STT) transcription inaccuracies are dealt with robustly with our pattern transduction methods,
and our use of “gist-clausesâĂİ derived from inputs as a basis for formulating responses largely
ensures that system outputs will be relevant and appropriate.

Larger studies, and branching out to other age and culture groups, will be needed to gain a fuller
understanding of user behavior in such settings, and to make inferences going beyond correlations
to causal analyses.
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